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Abstract—This Biometric Face Recognition is technology which 

uses modern machine algorithms and techniques to identify 

face of specific individuals under different circumstances. Face 

recognition is famous as well as leading problem in machine 

learning. The best solution to solve this problem was to develop 

a Biometric Face Recognition System which can give robust 

solution and maximum accuracy during recognition of specific 

face. Different machine algorithms are deployed during 

development of this project in order to achieve maximum 
accuracy  
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I. INTRODUCTION (HEADING 1)                   

In the last few years, the growth of Artificial Intelligence 
has increased rapidly. It had made the life of human beings 
to do the tasks easier in different ways. From checkers 
playing games to self-driving cars, AI has been progressing 
ahead rapidly. Beside these, the growth of biometric has been 
very significant in last few years. The most common 
biometrics modes used for recognition is face that is used in 
applications at a distance, security scenarios and video 
games. (Vera-Rodriguez, et al., 2000). 

Face recognition is the process of identifying or verifying  
the identity of a people using their face from the photos,        
video, or in real-time (Electronic Frontier Foundation, 2019).           
The concerned on facial recognition has significantly  
increased  in image processing and computer vision that are 
used in biometrics, information security, video surveillance, 
law enforcement, identity authentication, smart cards, and 
access control system. Generally, the biometrics software 
representing the facial recognition maps the face 
mathematically and stores the data as a face print. 
(Techtarget, 2018).. 

II. Design and Implementation 

A. Reading an Image set  

The main aim of reading the images is to display 

the images that are available in the dataset. 50 

images of 30 persons each were given in the data 

set. So, there were total 1500 images available.  

So, when is code is executed, it gives an output of 

1024 x 1500 single matrix which is the vectorized 
form of 1500 images stored in the variable “ans” in 

the workspace.  

 

              Figure11 Matrix value of images stored in variable “ans” 

                               

 

 Fig:2 Reading Image Dataset and analysis of given image dataset  

 

When you analyze the above value, it ranges from 0 to 255 

which is the brightness of the pixels of the images. 

Since the main aim of read image set is to display 

the images that are available in the dataset. 
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Figure 5 Image at its default pixels 

 
                    

                     Figure 6 Image after resizing pixels 

 

There are 3 main commands that functions to read 

the images. They are: 

1. Imread: It reads a greyscale or color image 

from the file of the image type ‘jpg’. 

2. Imshow: It display the image in the picture 

box. 

3. Imresize: It resizes the images into given 

pixels.  

In the scripts, the images are resized into 32*32 

pixels which create smaller vector and use less 

processing power for feature extraction. 

After executing the script of read image set we 

get the output of X and T in the workspace as 

follows: 

 

 

X is the matrix of vectorized images of the 

persons and T is the matrix with the picture labels 

for identification purposes. 

 

close this file and download the Microsoft Word, Letter file. 

B. Split Image Set 

 
      The   Splitting Image dataset is important process for 

BFR task. Splitting Image into individual elements is 
necessary for comparing each unknown elements with 
already known labelled elements (output of read_image_set ( 
)) which will ensure the similarities between two images 
finally resulting into high accuracy. Eigen Face method was 
used in this assignment to split image dataset .Eigen Face is a 
set of eigenvectors which is commercially used in face 
recognition technology. The test image is transformed into its 
Eigen face components. First we compare line of our input 
image with our mean image and multiply their difference 
with each eigenvectors. (Shemi P M, Ali MA, 2012) During 
execution of split image algorithms, Training set, .validation 
set and testing set was calculated and stored in variable as: 

                    X1 = L by n1 matrix of training set 

                    X2 = L by n2 matrix of validation set 

Similarly, element of target vector of input images in 
validation and training set was also calculated and stored in 
variable as: 

                    T1 = n1 element target vector of input 
images in validation set 

                    T2 = n2 element target vector of input 
images in validation set 

X1, X2, T1 and T2 were the final outputs of 
split_image_set ( ) function which are needed further in 
applying PCA and training portion. 

 

                                                                                                            

                      For one input, 

                                                                                                                                                
MN* 1 vector = 1024 * 1 

                                                                                                                                          
For 1500 input, 

                                                                                                                                                 
MN * 1500 vector = 1024*1500 

                                                                                                                               
As given image dataset contains 32*32 pixels 1500 image 
from 30 person (50 each) .Means, 

                  M = N = 32 

                  Np = 30 

                  K = 50 

                  N = Np * K = 1500 

                  Total elements = 1500*32*32 

                                           = 1,536,000 your paper and style 
the  
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As given image dataset contains 32*32 pixels 1500 image 

from 30 person (50 each) .Means, 
                  M = N = 32 

                  Np = 30 

                  K = 50 

                  N = Np * K = 1500 

                  Total elements = 1500*32*32 

                                           = 1,536,000 
 

The main of split image is to divide the image dataset 
into two parts: 

Part 1: Used to train the Artificial Neural Network(ANN) 

Part 2: Used for validating the accuracy.  

In the split image script, the value of val_ratio is 0.3 
which is the default value for the experiments which means 
30% of the images will be reserved for validation and 70% 
images  will be used for training the neural network. 

When the script is executed we get the output as: 

 

 

text.  

 

All margins, column widths, line spaces, and text fonts 
are prescribed; please 

C. Split Image Set 

Principal component analysis (PCA) is a technique used 
to emphasize variation and bring out strong patterns in a 

dataset. It's often used to make data easy to explore and 
visualize (Lehe, 2015).  It is an approach that is used for  
reducing  the number of variables in face recognition (Paul & 
Sumam, 2012) 

After completion of splitting image by Eigen Face 
Method , Principal Component Analysis(PCA) is executed to 
training image set (X1 and X2) obtained from 
split_image_set( ) function . Image data are processed 
efficiently when they are represented as low-dimensional 
vectors. Principal component analysis (PCA), allowing data 
to be represented in a low dimensional space of principal 
components, is a common technique for image representation 
in face recognition systems (Uglov, J. et al.  2007). Every 
image in the training image set is represented as a linear 
combination of weighed Eigen vectors which are already 
obtained from co-variance matrix of a training image set 
calculated from split_image_set( ) function. PCA was 
applied to the training image set X1 and X2 to find out the 
component of P1, P2, and matrix of coefficient C and M. 
After applying PCA to training image set , matrix of 
components for training set were calculated and stored in 
PS1(nofpc by n1) and PS2(nofpc by n2 do not alter them.  

 

 

 

Fig 8: Low Dimensional Space of Principal Components 

 
 
Fig: Above figure illustrates how PCA can reduce dimensionality 
of Image Data (2D Case) (Schetinin, 2019) 
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Figure 9 Output of script apply_pca 

 

The new output variable after executing the scripts 

are C, M, PS1 and PS2. 

Here PCA finds the components P1 and matrix of 

coefficient C. 

PS1: 100x 1050 matrix of components for training 

set. 
  PS2: 100x 450 matrix of components for training 

set. 
your paper as 

 one part of the entire proceedings, and not as an independent 
document. Please do not revise any of the current 
designations. 

D. Reading an Image set  

 

Training is most important for classification problem. As 
Artificial intelligence (A.I.) is the study of systems that act in 
a way that to any observer would appear to be intelligent. 
(Coppin, 2004). Training neural network with specific 
settings (altering weight, no. of hidden layers, validation 
ratio, and no. of PCA components) will dynamically evolve 
machine algorithms used in BFR to meet the criteria of self-
intelligent A.I. principles. Scaled Training Conjugate 
(trainscg) process was used in training. Trainscg is a network 
training function that updates weight and bias values 
according to the scaled conjugate gradient method. To make 
our algorithms to behave as artificially intelligent, we need to 
analyse and train our machine algorithms as many times as 
possible. Training PCA executed outputs to analyse the result 
of assignment and comparing all those results (accuracy) to 
create confusion (matching) matrix which will be crucial for 
further improvement in algorithms used. 

 

Designing of Biometric Face Recognition Task 

 

 

             Fig: Overall Process of Designing a solution 
 

 

 

save the content as a separate text file. Complete all 
content and organizational editing before formatting. Please 
note sections A-D below for more information on 
proofreading, spelling and grammar. 

 

This tool is used for monitoring the training process and 
it also helps to visualize the effects for every change in 
variables. 

The algorithms that is used for training is Scaled 
Conjugate Gradient (trainscg) that updates weight and bias 
values (MathWorks, 2019). During training, the progress is 
constantly updated in the training window. The gradient 
value and the number of validation checks terminates the 
training. As the training reaches a minimum of the 
performance, the gradient value will become small. If the 



 

18                                                                                                                       IITM Journal of Management and IT 

 

magnitude of the gradient is less than 1e-5, the training will 
stop. The number of validation checks represents the number 
of successive iterations. The training will stop if the number 
reaches to 6(default value). Stop Training button can be used 
to stop the training (MathWorks, 2019). 

 

From the training window, you can access four plots: 
performance, training state, error histogram, and regression. 

Performance plot: It shows the value of the performance 
function versus the iteration number. It plots training, 
validation, and test performances. 

Training state plot: It shows the progress of other training 
variables, such as the gradient magnitude, the number of 
validation checks, etc.  

Error histogram plot: It shows the distribution of the 
network errors. 

Regression plot: It shows a regression between network 
outputs and network targets. You can use the histogram and 
regression plots to validate network performance 
(MathWorks, 2019) 

III. EXPERIMENTS  

Keep your text and graphic files separate until after the  

Test nofpc(default=100) val_ratio nofhn Accuracy 

1 100 0.3 20 0.800 

2 100 0.3 20 0.844 

3 100 0.3 20 0.802 

4 100 0.3 20 0.791 

5 100 0.3 20 0.831 

6 100 0.3 20 0.809 

7 100 0.3 20 0.878 

     

8 100 0.3 20 0.829 

9 100 0.3 20 0.809 

10 100 0.3 20 0.820 

11 100 0.3 20 0.813 

12 100 0.3 20 0.800 

13 100 0.3 20 0.871 

14 100 0.3 20 0.824 

15 100 0.3 20 0.776 

16 100 0.3 20 0.787 

17 100 0.3 20 0.791 

18 100 0.3 20 0.816 

19 100 0.3 20 0.820 

20 100 0.3 20 0.813 

21 100 0.3 20 0.760 

22 100 0.3 20 0.833 

23 100 0.3 20 0.827 

24 100 0.3 20 0.840 

25 100 0.3 20 0.864 

26 100 0.3 20 0.796 

27 100 0.3 20 0.847 

28 100 0.3 20 0.782 

29 100 0.3 20 0.807 

30 100 0.3 20 0.853 

 

Maximum of 0.878(87.8%) accuracy was achieved while 

executing given ANN with default settings. 

3.1.1. Changing default nofhn keeping nofpc 

constant(Series-2) 

Define abbreviations and acronyms the first time they are 

used in the text, even after they have been defined in the 
abstract. 

Nofpc nofhn(default=20) Accuracy 

100 20 0.844 

100 50 0.891 

100 100 0.900 

100 150 0.913 

100 180 0.923 

100 200 0.933 

 

Changing default nofpc keeping nofhn constant (Series-3): 

nofpc(default=100) nofhn Accuracy 

80 20 0.800 

120 20 0.862 

150 20 0.824 

180 20 0.822 

200 20 0.816 

220 20 0.842 

 

Changing both default nofpc and default nofhn keeping 

val_ratio constant(Series-4) : 

nofpc(default=100) val_ratio nofhn(default=20) Accuracy 

80 0.3 30 0.909 

120 0.3 50 0.936 

150 0.3 100 0.931 

150 0.3 150 0.942 

200 0.3 150 0.929 

200 0.3 200 0.942 

 

Every series has 6 set of different parameters except default 

setting (30 test taken). 

 

Changing all default nofpc and default nofhn and default 

val_ratio(0.3) ( Series-5) 

 

nofpc val_ratio nofhn Accuracy 

150 0.22 150 0.968 

150 0.15 150 0.952 

100 0.112 180 0.946 

150 0.10 150 0.960 

190 0.298 110 0.926 

180 0.169 125 0.957 

150 0.30 150 0.942 

170 0.289 125 0.926 

150 0.345 150 0.817 

125 0.369 145 0.762 

150 0.40 150 0.802 

165 0.412 132 0.825 

150 0.16 150 0.948 

185 0.145 122 0.940 

150 0.15 200 0.933 

200 0.16 220 0.953 
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130 0.28 190 0.950 

160 0.123 200 0.946 

190 0.21 210 0.952 

 
 

 Abbreviations such as IEEE, SI, MKS, CGS, sc, dc, and 
rms do not have to be defined. Do not use abbreviations in 
the title or heads unless they are unavoidable. 

A. Units 

 
    Use Again, one set of parameters from every series except     

default setting series-1 was taken and executed for 10 times 

to see the fluctuation on accuracy and performance. 

B. Equations 

The  

When nofpc=150, nofhn=150 and val_ratio = 0.22, following 

results were achieved. 

 

 
equations are an exception to the prescribed  

 

 

    Best Validation Performance 
 

 

 

specifications of this template. You will need to  

> Neural Network Training State (plottrainstate) 

 

 

determine whether or not your equation should be typed 
using either the Times New Roman or the Symbol font 
(please no other font). 

d> Error Histogram of Neural Network Training:  
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 e>Neural Network Training Regression: 

To create multileveled equations, it may be necessary to 
treat the equation as a graphic and insert it into the text after 
your paper is styled. 

 

 

IV. CONCLUSION 

Biometric Face Recognition is Supervised Learning based 

classification problem where validation image dataset is used 

as valid (template) image for recognizing given input images. 

At first given image dataset was read by running 

read_image_set ( ) to obtain X and T. And further to obtain 

validation (training) image set, split_image_set ( ) function 

was run and X1, X2, T1 & T2 were the matrix obtained used 

further for applying PCA and training portion. After splitting 

PCA was applied which helped to reduce dimension because 

low dimension principal components PS1 and PS2 will make 

face recognition more convenient and robust. Finally, 
training ANN was carried out by using transcg training 

method. After training with different set of parameters, 

analysis of result (accuracy) was figured out. Analysis of 

result is shown below: 

a. Executing the same ANN with nofpc (100), nofhn 

(20) and val_ratio (0.3) several times, average of 

81.8~ 82% was found. 

b. Executing the same ANN by changing only nofhn 

(No. of hidden networks) keeping all default, 

accuracy got increased on increasing nofhn. 

c. Executing the same ANN by changing only nofpc 

(No. of PCA) keeping all default, accuracy got 

increased at first and decreased on increasing nofpc. 

d. Executing the same ANN by changing all nofhn, 

nofpc and val_ratio keeping all default, maximum 

accuracy of 0.968(96.8%) was achieved when 

nofpc=150 ,nofhn=150 and val_ratio = 0.22. 
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