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Abstract - This paper draws focus towards 

summarizing the tremendous amount of data 

collected from various sources and presenting the 

output as speech. In recent years, huge data sets are 

being generated every moment and it becomes 

difficult to manage it. In order to extract relevant 

information, an innovative, efficient and real- time 

cost beneficial technique is required that enables 

users to hear the summarized content instead of 

reading it. This kind of application is beneficial for 

visually impaired and people with disabilities. Text 

Rank algorithm, a ranking based approach is 

proposed with a variation in similarity function to 

make summary based on the scores computed for 

each sentence. The summarized text is then spoken 

out using text-to-speech synthesizer (TTS). 
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I. INTRODUCTION 

In our proposed work of collecting data from different 

sources and converting it into summarized text, we 

develop a cost efficient and user friendly interface. 

The input to the application can be an image, audio or 

video. While converting the input into editable text, 

there are various techniques used such as image 

processing, image segmentation [1] and edge 

detection. The approach direct towards format 

conversion, where audio, video or image data is 

converted into symbolic representations that fully 

describe the content. In case of an image, the 

segmented characters are obtained from preprocessing 

of images. It is then provided as input to the Optical 

Character Recognition (OCR) to obtain the converted 

text. In order to manage the enormous amount of 

information, the derived text is summarized using a 

graph based technique i.e. TextRank Algorithm. 

The TextRank Algorithm has application in 

construction of meaningful summary by selecting 

useful paraphrases from the text available. The 

summarized text is then transformed into speech using 

Text-to-Speech Synthesizer (TTS). The whole 

approach is categorized into three phases which are 

text extraction from input, formation of summary and 

conversion of the same into speech. 

II. LITERATURE REVIEW 

Mrunmayee Patil[1] This paper tells us about an 

OCR system to recognize the characters from image. 

Edge detection and Image segmentation plays a 

significant role in extraction of text from image. The 

algorithm which can be used to summarize the 

extracted text works similar to PageRank Algorithm 

discussed in the paper for web search engines [10]. 

Modifications can be made to make the TextRank 

algorithm more effective. Sunchit Sehgal[5] This 

paper represents a way to make the algorithm more 

efficient by taking the score of the title in account. 

Marcia A. Bush [19] shows us the efforts put in the 

research of recognition of documents and their 

prediction models This has enabled us to analyze the 

signal based processes taking vocabulary, font and the 

sentence formation sequence into account. 

III. OVERVIEW OF IMAGE ANALYSIS 

Over the decades, many researchers have been looking 

for possible ways of retrieving data from images and 

video content. In a research paper, a framework was 

proposed that will decompose the scanned image into 

its constituent visual patterns and the parsed results 

will be converted into semantically meaningful text 

report. A model was also introduced where the users 

will send the image of their respective meter’s display 

screen along with the kilo-watt information [2]. The 

information will then be processed to convert it into 

text. 

Image analysis [3] is the extraction of information 

from images using different image processing 
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approaches such as image filtering, image 

compression, image editing and manipulation, image 

preprocessing, image segmentation, feature 

extraction, object recognition. An Image can be 

considered as a matrix of square pixels arranged in the 

pattern of rows and columns. It can be considered as a 

linear sequence of characters. 

 

Fig 1. Conversion of Image to text using Optical 

Character Recognition 

Fig 1. Depicts various blocks responsible for detecting 

text from the image. Once the image is scanned, it is 

preprocessed to remove any noise and is further 

divided into segments. Every segment has its own 

unique feature which must be further extracted and 

classified to specific groups. 

Edge detection and image segmentation are important 

aspects in image analysis. Edge detection 

differentiates different regions of an image by 

identifying the change in gray scale and texture. Image 

Segmentation is another technique which divide and 

decompose image for further processing. It categorizes 

the pixels with similar gray scale values and organizes 

it into higher level units so that the objects become 

more meaningful. The proposed system will work in 

various phases. The input image will undergo pre- 

processing such as removing noise induced due to the 

technique applied for thresholding and improving the 

quality. The image will undergo image segmentation 

to separate non-text part present in the next step. 

Further, feature extraction is performed to extract 

preliminary features and comparing the same which 

are stored in the database. Sometimes, there are often 

error in which characters might be blurred or broken. 

They are processed in post-processing stage. 

IV. AUDIO ANALYSIS 

Conversion of real time speech to text requires special 

techniques as it must be quick and precise to be 

recognizable. In an automatic speech recognition 

system, the size of vocabulary affects the performance 

of the system. Amidst the initial process, the system 

learns about pattern, different speech sounds which 

embody the vocabulary of the application. If there is 

any unknown pattern, it is identified using the cluster 

of references. The whole approach can be categorized 

as phases such as analysis, feature extraction, 

modeling and testing. The analysis phase is used to 

extract information about speaker identity using vocal 

tract, behavior feature and excitation source. Since 

every speech has different characteristics which can be 

fetched in the feature extraction phase in order to deal 

with the speech signals. 

V. TEXTRANK ALGORITHM 

With the tremendous growth in chunks of text data, 

there is a need to effectively summarize it to be useful. 

Automatic text summarization [4] is very demanding 

and non-trivial task. There have been methods 

proposed which uses word and phrase frequency to 

extract salient sentences from the text. Overall, there 

are two different approaches for text summarization: 

extraction and abstraction. Extraction works by 

selecting the sentences from original text whereas 

abstraction aim at modifying the original text using 

advanced natural language techniques in order to 

generate a new brief summary. However, extractive 

summarization yields better results as compared to 

abstractive summarization because abstraction face 

issues such as semantic representation and natural 

language generation. Here, we focus on graph based 

TextRank algorithm to perform extractive 

summarization. TextRank [5] is an autonomous 

machine learning algorithm and is an extension of the 

PageRank algorithm. 

VI. PROPOSED APPROACH 

In our proposed approach to build this application, 

input can be taken in different modes such as editable, 

text, image, audio and video also. After the input is 

taken, TextRank Algorithm can be used to convert it 

into summarized text. The summarized text will be 

taken as output and convert into speech. Input 

processing from different modes has been discussed 

above. The major concern is summarizing the content 

efficiently and accurately. In further section we will 

discuss about improving the graph based technique i.e. 

TextRank Algorithm for accurate summarization. 
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For any summarizer, intermediate representation is 

done to express the main aspect of the text. It uses two 

PR(Vi) = (1 - d) + d * X Vj ∈  In(Vi) PR(Vj) | 

Out(Vj)              (1) 

In order to build a connected graph, an edge is to be 

added between the two vertices which represents the 

similarity between them. The similarity depends on 

the words common between the two sentences which 

can be calculated using the similarity function. Let Si 

and Sj be two sentences where a sentence is 

represented by Ni words that forms it. 

Similarity(S, Si,j) = |𝑾𝒌 |𝑾𝒌∈𝑺𝒊 & 𝑾𝒌 ∈𝑺𝒋| 

𝐥𝐨𝐠(|𝑺𝒊|)+𝐥𝐨𝐠(|𝑺𝒋|)     (2) 

Score is accredited to each sentence depending upon 

the type of representation approach. In topic 

representation, the score depends on how well the 

sentence describes the topic whereas in case of 

indicator representation, a variety of machine 

learning techniques can be used in aggregating the 

results. In the final step, a methodology should be 

used which selects the best combination of sentences 

that maximizes the importance and minimize 

redundancy. 

In our proposed method, TextRank algorithm is used 

to find the similarity between the sentences. This 

method describes the document as a connected graph 

where sentences represents the vertices and an edge 

indicates how similar the two sentences are. It is 

based on frequency of occurrence of words so any 

specific language processing is not required. 

Consider an undirected graph, say G = (V, E), where 

V = set of vertices. 

E = set of edges.However, the title can also play an 

important role in 

For a given vertex Vi, let In(Vi) represent the set of 

vertices pointing towards the former vertices and 

Out(Vi) represents the set of vertices pointing to the 

next-inline vertices. The score can be calculated for 

each vertex using the formula: adding distinguishing 

information to elaborate meaning of the text. The 

similarity function can be improvised by computing 

the correlation between each individual sentence and 

title of article as well. 

So, the modified similarity function between two 

sentences and for each individual sentence is given 

by: 

𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚(𝒔𝒊, 𝒔𝒋) =
|𝑾𝒌|𝑾𝒌 ∈ 𝑺𝒊&𝑊𝑘 ∈ 𝑆𝑗|

(|𝑺𝒊| + |𝑺𝒋|)
𝟐⁄

 

𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚𝒕𝒊𝒕𝒍𝒆(𝒔𝒊, 𝒔𝒕𝒊𝒕𝒍𝒆)

=
|𝑾𝒌|𝑾𝒌 ∈ 𝑺𝒊&𝑊𝑘 ∈ 𝑆𝒕𝒊𝒕𝒍𝒆|

(|𝑺𝒊| + |𝑺𝒕𝒊𝒕𝒍𝒆|)
𝟐⁄

 

Therefore, the cumulative score for any sentence say 

S1 is given by: 

𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚𝒕𝒊𝒕𝒍𝒆(𝒔𝒊, 𝒔𝒕𝒊𝒕𝒍𝒆)

+ {∑ 𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚 𝑺𝒂𝒏𝒕𝒆𝒏𝒄𝒆𝒔
𝒋=𝒏

𝒋=𝒊,𝒋=𝟐
(𝒔𝒊, 𝒔𝒋)}

− (𝑺𝒊𝒎𝒊𝒍𝒂𝒓𝒊𝒕𝒚𝑺𝒆𝒏𝒕𝒂𝒏𝒄𝒆𝒔(𝒔𝟏, 𝒔𝟏)) 

VII. IMPLEMENTATION AND EVALUATION 

We have made this application using Apache 

Cordova and this application is compatible with both 

android and IOS. We divided the whole approach 

into three modules: 

 Module 1: Uploading of image and processing 

of input text using OCR approach. The text can 

directly be typed in the text field. It can also be 

taken in the form of audio for which we used a 

button to record voice and then processing it 

using audio analysis. 

 Module 2: In this module, text summarization 

takes place once an event is fired. Sentences are 

ranked and the best sentences are picked to 

make up a summary and be shown in the output 

window. 

 Module 3: The text in the output window is 

converted into speech when a button is clicked. 

We have evaluated our application by taking 3 sample 

articles and evaluating the summary using ROUGE 

evaluation. ROUGE [6] is the most widely used 

method to evaluate the summary automatically by 

correlating it to human summaries. There are various 

variations of ROUGE such as ROUGE-n, ROUGE-L 

and ROUGE-SU. In ROUGE-n, a series of n-grams is 

elicited from the human summaries used as reference 

and the candidate summary. ROUGE-L used the 

longest common subsequence (LCS) approach i.e. the 

longer the LCS, more will be the similarity. The metric 
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ROUGE-SU makes use of bi-grams as well as uni- 

grams. 

Results of our evaluation are shown in a given table 

below: 
Rouge 

Type 

Task 

Name 

Average 

Recall 

Average 

Precision 

Average 

FScore 

Number 

Referenced 
Summaries 

ROUGE1 Sample 
1 

1.0 0.29664 0.45732 1 

ROUGE1 Sample 

2 

1.0 0.09125 0.16841 1 

ROUGE1 Sample 
  3  

1.0 0.33504 0.50192 1 

Table 1. Results of summary evaluation using 

ROUGE 2.0 Evaluation Toolkit 

VIII. TEXT TO SPEECH SYNTHESIS 

The text-to-speech synthesis [7] is the self-regulating 

conversion of a text into speech by transcribing the 

text into phonetic representation and then generates 

the speech waveform. A text-to-speech consists of a 

front-end and a back-end. The front-end performs two 

major operations which are text normalization and 

assigning phonetic transcription to each word (text-to- 

phoneme). The back-end part generates the speech 

waveform. The engine is divided into modules such as 

Natural Language Processing (NLP) module, Digital 

Signal Processing (DSP) module, text analysis and 

application of pronunciation rules. This can be 

developed using Java programming language. 

There are various techniques to preform speech 

synthesis like Concatenative synthesis, Articulatory 

synthesis, Formant synthesis, Domain Specific 

synthesis, Unit selection synthesis, Diphone synthesis, 

HMM based Synthesis etc. Concatenative synthesis 

involves concatenation of short samples of speech 

recording. Articulatory synthesis makes use of 

articulatory parameters like human vocal tract to 

generate speech. Formant Synthesis is clear at high 

speeds. It is rule based synthesis which synthesize 

speech using acoustic rules. Domain-specific 

synthesis uses a simple approach of concatenating pre- 

recorded words and phrases to complete a sentence. 

Unit selection synthesis makes use of segmented 

records stored in database to create speech. 

 

Fig2. Overview of conversion of text to speech 

Fig 2 shows how speech is generated from text. 

Natural Language Processing analyze and synthesize 

natural language and speech. 

IX. CONCLUSION & FUTURE SCOPE 

The paper proposes an approach to generate an 

optimized summary taking input from various mode 

such as image, audio and editable text. We also talked 

about different summarization techniques such as 

abstraction and extraction based. In order to generate 

summary we proposed modification to graph based 

algorithm i.e. TextRank algorithm. Besides the entire 

paragraph, score of the paragraph title is also taken 

account. Three sample articles are computed using 

ROUGE evaluation toolkit and the results are depicted 

in table 1. However there is a scope for video analysis. 

Since the paper discusses about taking input from 

multiple modes, video can be amongst them. Also, 

improvements can be made to make the summary 

algorithm more efficient and accurate. This will in turn 

ensure that the generated summary has its logical 

meaning. 
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